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1 Introduction

1.1 Overview

In phonology, constraints are finally coming into their own.' There is no real
consensus, howzver, about how constraints behave, and specifically how they.
interact with other aspects of the phonology and with each other, Theories
of Declarative Phonology (DP) approach this “Interection Problem” (Scob-
bie 1991a) in a radical way. In DP everything is a constraint - generalizations
and lexical entries alike constrain the form of the intended phonological
representation (“surface structure”). Moreover, constraints are mutually
compatible, indefeasible and are declared non-procedurally. Declarative
Phonology is therefore an extremely simple and restrictive type of constrain(-
based phonology, eschewing constraint conflict, violation and destructive
repair. For detals of various declarative theories as well as phonological and
computational motivation for the declarative paradigm, see Scobbie (199 la)
and the other papers in t volume, Bird et al (1993), Bird (1990), Broe
(1993), Coleman (19 Russell (1992}, Scobbie (1991b} and Wheeler
(1988).2 .

T will consider two other constraint-based phonological thearies Optimal-
ity Theory (Prince and Smolensky 1992a, 1992b) and the Theory of
Constraints and Repair Strategies (c.¢., Paradis 1958).

In Optimality Theory (OT) surface structure does not necessarily conform
to every constraint. The canstraints of OT are “soft”, i.e., defeasible, in any
circumstance in which they conflict with & higher ranked constraint. Such





[image: image2.png]prioritization is extrinsically defined. DP only uses “hard” canstraints, which
do not conflict, save in ane sense due to the Elsewhere Condition (Kiparsky
1973). DP can, as a notational conventicn, declare conflicting constraints
(which apply disjunctively) just in case one is more specific than the other.
The specific constraint alone applies. This intrinsic ordering is defined
formally using subsumption over structural descriptions.

The Theory of Canstraints and Repair Strategies (TCRS)
in that it makes crucial use of forms which violate surface con: raints, but
TCRS differs from OT in that such forms exist only at abstract intermediate
levels. Such constraint violations are always “repaired”. Deletion is a pos-
ible repair, so TCRS is procedural. When two constraints are vialated bya
single form in TCRS, two repairs might apply giving different results were
this conflict not resolved by selecting the more local repais.

In DP, every statement of erammar is  conscraint which is continuously
applicable: every universal principle and parochial idiosvncrasy is a partial
description of the surface form. The phonology of a language is & common
pocl of statements constraining (or equivalently, defining) the intended
phenological representation. The particular ordering used to construct this
constraint pool does not affect the result. DP cannot make destructive
repairs because this would mean adding information to the pool at one point
then taking it away again later. Neither can constraints truly conflict, or the
pool would be incoherent. So although TCRS and OT use constraints in a
way reminiscent of Declarative Phonology. they do so without committing
themselves to its formal rigours. Either an extrinsically ordered derivation is
used, or extrinsically ranked constraints arc required. In this paper 1 will
compare and contrast these theories with Declarative Phonclogy with special
emphasis on how their respective types of extrinsic ordering can be made
intrinsic.

1.2 Some aspects of bndlawn Tashlhive Bevber spllable structure

The Imdlawn Tashlhiyt dialect of Berber has unusual syllable structure (Dell
and Elmedlaoui 1985) which has received analysis by Prince and Smolensky
(1992a, 1992b). The basic analytic problem is that any segment can be a
syllable nucleus in this dialect, e.g.. tF.K 1St 'you sprained it' but syllabifi-
cation is still predictable, and not random.

A constraint-based approach seems to face severe difficulties in dealing
with Tashlhiyt Berber. There can be no hard constraints banning obstruents
from nuclear position, for example. The types of regularities that must be
expressed are as follows. There zre the absolute constraints that @ must be
nuclear and that all non-initial syllables have onsets. There is the context-
sensitive gencralization that, though all other segments can be nuclear or
non-nuclear, generally the most sonorous items in any given string are the
nuclei. For example, ra.tK.¢i ‘she will remember’ in which @, K and i are





[image: image3.png]nuctet 15 well-lormed, but *rat.kT) in which ) is non-nuclear is not. A lexical
specification A1di/ ‘pull’is syllabified as rL. i, in which cach syllable has an
onset, and in which the nuclei are the most sonorous segments.

Consider, hovever, sa.wLx ‘I spoke’ and LY.zVe ‘store.2sg.perf". In theso
disyllabic forms the nucld are 10t the two most sonorous segments. It is
impossible for a and u in /saulx/ and = and  in fxznt to- be nuclei withou;
creating onsetless syllables: *sa.LX and *:Z Ni. To have an onset seems
more important. Can a constraint-based approach deseribe these regular-
ities? And can it do so without soft constraints or multiple levels of

2 Optimality theory

21 General characteris

s
OT encodes highly general statemznts of distribution (1 call them “tenden-
cies”) direetly in a phonology as constraints. Such broad universal tendencies
inevitably conflict, and 50 in OT the constraints which express them conflict
100. Below I draw on the oral presentations of Prince and Smelensky (1992a,
1992b) which differ slightly in detail though they agree in all important
respects. See also McCarthy (1993), L

Typical tendencies are “every syllable has an onset” and “syllable structure.
s filled by underlying segments”, The corresponding constraints (ONS and
FILL) are defeasible, a characteristic made necessary because they can con:
tradict each other, In addition, they sre ranked on « seale of priority in a
language-particular way, so that if they do conflict, one or other is sure to be
stronger. Either 2 language always violates ONS in preference to the stronger,
FILL, thereby permitting vowel hiatus and vowel-initial words, or if FILL is
the weaker it will be violated resulting in epenthesis to fill any empty onsets.}

The violation of one or the other constraint remains on the surface,
because the role of a language’s phonology is te pick the optimal form from
4 set of candidates. Candidate A is preferred to candidate B if B violates
constraint that A does not, and A violates no constraint of higher rank than,
B does. The of 12l form is the candidate preferred to all others, @

‘The first thing to note about OT is that it does not define all and only,the
well-formed words of Berber, say, in a standard way. Some words are simply]
mare Berber than others. OT picks the best surface representation possible
for a gi
picked. For example, no Berber surface form can contain a non-init
syllable lacking an onset. But there is no restriction on the relations
between lexical entries and their optimal surface representation, and h
1o restriction on lexical entries. An arbitrary input form
erate a representation able 1o satisfy all the constra
does not tell us whether or not it is Berber. No input is altogether rejecte
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face form.

A second point is that in OT. the ranking of constraints is independent of
theic form. Prioritization is thus quite different from th Eisewhere Condi
tion, which selects the specific over the peneral in o way determiined intrinsic-
ally by the formal nature of the rules involved. It scems to me that arbiteary
ranking and extrinsic ordering of feature-changing rules are cognate devices
in that both low-ranked constraints and rules applicd carly in the derivation
have canonical results cffaced on the surface, Whether out-ranked or
over-written, the generalizations arc abstract ones.

Unless constraint ranking can be reduced to the Elsewhere Condition it
will surely reintroduce the overly powerful and arbitrary erammars replete
with extrirsic ordering characteristic of Chomsky and Halle (1968).¢

2.2 The OT analysis of Berber

OT specifies various constraints (1) and their ranking (2). Those other
aspects of the analysis which are standard (2.g.. the sonority hierarchy) are
not considered here. The optimization sccount expresses the fact that in Ber-
ber codas are possible by making CODA low ranked, that the deletion of
lexia informaton is impossible by making PARSE high ranked. The fact
that it is more important for a syllable to have an onset than a maximally
sonorous mucleus is expressed by ranking ONS higher than NUC.

(1) Some of the Soft Constraints Required for Berber

onsets are required, except inifially
ahigher sonority nucleus s preferrec

10 epenthesis: syllable nodes filled only by undzrlyers
asyllable has ne coda

v deletion; all underlylng segments must be syllabitied

s Ranked from Highest Priority to Lowest
PARSE > ONS > FILL > NUC > CODA 3

1 will now show how the choice of siructure for itxzat/ ‘store.2sg.perf” is
determined. The order in which 1 consider the constraints is merely
expository because (like constraint satisfaction in Declarative Phonology)
optimization is non-procedural,

First, unless each scgment i syllabified, PARSE is violated. But there are a
large nuber of possible ways to assign structure and avoid this suboptimal
result. For example, each segment could be a nuclevs: *TX.Z N.7. But this
ioltes ONS, and every form (obeying PARSE) in which ONS is satisfed is
preferred to those in which ONS is violated. Two forms with onseis are
XN and *1XznT. The latter violates NUC more than the former, for





[image: image5.png]X.T} is a less sonorous set than {X,N}. In fact tXzN¢ is the optimal form.
It has the greatest numbsr of unviolated important constraints like PARSE
and ONS. Tt only wiolates the low-ranked CODA (¢ is a coda) and NUC
(non-nuclear z is more sonorous than nuclear X).

23 Gvitical evaluation

Consider another form of *pull, il whose initial syllable is onsetless. The
goal of OT to express universal tendencies as soft constraints would lead us
10 expect not the ONS of (1], but ONS': “syllables have onsets™. ONS" would
be over-ridden by some other constraint particulur to initial position,
Insteac, the allowable onsetlessness of i.di is expressed covertly i the defin.
ition of ONS in (I). Moreover, an examination of forms lacking initial
onsets shows them to pactern in a particular way. In il i the high vowel {is
chosen as nucleus cather than the Iess sonorous L (*yL.d). Onsetlessness
only oceurs when it results in the word gaining a more sonorous nucleus. It
appears that we need not just a constraint specific to initial positior., but to
reverse the rankings of (2). But a reprioritization like (3) is inimicable to
OT. This is the reason ONS receives its parochial and unenlightenivg
definition.

(3 NUC>ONs
(4) NUC,>PARSE > ONS > FILL > NUC > CODA

A sceond problem involves the absolute constraint that “a must always be
a nucleus”, NUC,. To guarantee its exceptionless status it is more highly
ranked than ¢ll the other constraints, see (4). This is a language-specific fact
about Berber. There is a more general fact here, however: crucially NUC, is
ranked higher than NUC because intuitivel it is a special case of the latter,
OT could allow NUC,, the special case, to be ranked lower than NUC, but
tais makes o sense since the behaviour of a would be determined by the
bigher ranked NUC and the existence of NUC, would be vacuous. In this
way, prioritization accidentally bu necessarily recapitulates the Elsewhere
Condition.

‘This relationship deserves closer examination. If two constraints do not
conflict it does rot matter how OT ranks them. If they do, and one is more
specific, then the specific must be ranked higher. If neither is more specific
chan the olher yet they conflict, then prioritization appears essential. But
such extrinsic rankirg can be brought under the control of the Elsewhere
Condition.’ Consider two soft constraints  and fi where @ > b, We can create
a new constraint y, applicable to just the forms which trigger both a and f;
giving the same result as o (5). This ¥ is a special case of o and B, 50 7 i
“higher ranked” by the Elsewhere Condition alone. Note u, B and v need not
be extrinsically ordered, so can be hard constraints.
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Thirdly, OT gives no clue as to how to formalize the vague tendency that
“syllables have onsets”. Multifarious possibilities exist, and the particular
formalisation chosen has far-reaching effects. Consider (6), where “<”
means “is less sonorous than”, and “ > " means “is more sonorous than™

(6) Potential Expression of ONS (in Autosegmental Notation):

Display (6a) states that a sequence of increasing sonority receives an
onset-nucleus syllabification, (6b) that an onset nucleus pair whose onset is
more sonorous cannot exist, (6¢) that vowel hiatus is banned. Many more
formalizations of aspects of ONS are possible. The choice made is crucie
because each variation impinges in its own way on the applicability of other
constraints, and therefore has an effect equivalent to a change in the ranking
of ONS, Indeed, some formalizations of the English-language statements of
(1) will make optimizaticn superfiuous; just in case the set of constraints
induces no conflict at all, as we will see.

3 Declarative Phonology

3.1 General characteristics

1f DP (or TCRS) imposes some constraint, then any form violating it is
impermissible as a surface form.” Such ill-formedness is permitted in inter-
mediate levels of representation in TCRS, however. DP has no such levels,
because constraint satisfaction is non-procedural. Moreover, everything is a
«constraint, whether it is a generalization (in the form of a filter, implication
or positive template) or & kexical entry, though here T will just discuss the
interaction of non-lexical constraints.

For example, consider r-sandhi in non-rhotic Standard Southern British





[image: image7.png]English (Scobbie 1992). The forms /saufiasicts/ ‘Sofia eats’, /saufio/ ‘Sofia’ and
fixs! “eats” exemplify the phenomenon. Each lexical representation in (7a) is,
if selected by syntax, a hard constraint on the phonological surface form.
Always active are the non-lexical constraints (7b), an implication that each
£/ must be in an onset and (7c). a hiatus filter banning every heterosyllabic
sequence “non-high vowel, vowel”.” Basically, r-sandhi is accounted for with
an /1/ which is optional and with constraints on the distribution of /x!.

7 a. Lexical entries: < saufio(s) > ‘Sofia’ <iits > ‘eats”
b. x— dom (onset, 1)
¢. —<V[-highl.V>

Note that (7b) is not a rewrite rule. It is an implicational constraint of the
form “u — B” which is satisfied as follows: everything that is subsumed by
the antecedent @ must also be subsumed by the consequent B (Scobbie
1991b). So everything which is at least an /u/ must in fact be at least an /y/
dominated by an onset. The filter (7c), of the form * —y”, makes ill-formed
anything which s at least . The lexical entry for ‘Sofia’ is a constraint saying
in part /()" or “@ v 1", i.e., “either & or /4”. Item (7b) contributes spci.
ficity: “either o, or /2/ dominated by onset”, Pre-pausal ‘Sofia’ cannot erd in
the /1/ disjunct since */saufior/ would violate (7b), but (7c) is not violated if
the empty disjunct o is chosen: /saufial. Pre-vocalic *Sofia’ in ‘Sofia cats’
triggers (7¢) banning */saufiaicts/, but since ‘eats’ provides an onset position,
if the /3 is present (7b) s satisfied: /saufoziis/.

Default rules are sometimes regarded as being qualitatively different from
hard constraints (see Scobbie 1991b for discussion), but T am going to sug-
gest that default behaviour (when talking specifically about the interactior: of
non-lexical constraints) is due simply to the Elsewhere Condition. A default,
then, is the name given to the most general of a set of rules structured by this
condition. In DP all ordering or ranking is of this intrinsic type.

3.2 A declarative analysis of Berber

Some of the hard constraints needed for Berber are presented in (8) with an
indication of their relation to the general tendencies in (1). See also Bird et al
(1993: Section 2). Item (8a) says that a nucleus must dominate a, (8b) that
every feature bundie F is syllabified. In the formalism of Scobbie (1991b),
(8b) is equivalent to the disjunction that “either a nucleus, an onset or a coda
dominates F”, 50 (8a) is a special case of (8b). It has intrinsic priority,
resolving the clash. Without any reed for ranking,  is not affected by (8b).

(8) Hard Constraints for Berber and the Tendencies They Represent:

a NUC.: a - dom (nucleus, @)
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. ONS: < X% > A dom(nucleus, ;) — domfonset, x,)

d. ONS,NUC: <X, > A dom(nucleus, %) A X, > . X3 = < X >
A dom(Onset, x,) A X; = oy, X, A domi(nuclous, x,)

Post-pausal nuclei are allowed because the rules (8¢) and (8d) demand an
onset only when there is some segment (x,) present to be an onset o x,, so
onsetless il.di is well-formed. Item (8¢) does not encode NUC directly by
requiring an onset to be less sonorous than its nucleus, because this result
arises out of the interaction of (8¢} with (8d). The form *yL.di is ruled out
because (3d) demands there is a segment (x,) preceding y. and there isn’t,
(Underlying /ildi/ doesn’t have a potential segment present as there was in
(7a).) Since the antecedents of both (8c) and (8d) match *yL.di, and (8d) is
more specific, (8¢) cannot apply to it. Similarly, /ratlult/ ‘you will be born’ is
rat.ult, not *ra.tL.wLt because v (x,) is more sonorous than the preceding L
(xs). The local sequerce LwL violates (8d).

Words like sa.wLx or ba.yNn ‘they (m.) appear’ conform to (3d), because
the medial onset w (x,) is less sonorous than the preceding nuclzar a (x,). The
appearance of w in sa.wLx is predictable because of its local context, a fact.
noted by Dell and Elmedlaoui (1985), and this is expressed directly in (8d).
There is no advantage in saying that NUC is globally out-ranked by ONS.
Indeed, the use of specific constraints like (8¢) and (8d) instead of soft con-
straints enables further patterns to emerge from the data, as shown by the
bad *pL.di. Nor are all violations of NUC alike, so though tX.zN¢ violates
OT’s NUC it is not subject to (8d): it is well-formed locally.

To sum up, a segment can be an initial nucleus because (8¢) and (8d) do
not rule it out, and (8d) bans the segment in question being an onset to a
more sonorous nucleus. Unlike OT’s (2), DP captures the fact that in initial
position, an onset is less important than a sonorous nucleus. NUC is 2 global
property of wholz words, but since the consiraints in (8) are local, in DP the
global violations of NUC in *# zN'* are derived. Finally, if an onset (x,) is
more sonorous than its nucleus (x,), (8d) must apply, not the more general
(8c), which is the elsewhere case. No extrinsic optimization is needed.

Since it is necessary for OT to formalize tendencies like ONS and NUC to
at least the level of detail given here, why would it do so in such a way as to
deliberately avoid @ declarative description of the data in favour of one
employing not only clashing tendencies but conflicting constraints t00?

4 Theory of constraints and repair strategies

The Theory of Constraints and Repair Strategies (TCRS) of Paradis (1988)
ard others does not permit surface forms to contradict a constraint, but does
allow such violations in intermediate derivational stages. This is quite differ-
ent from DP In TCRS the morphology can give rise to a form « impossible





[image: image9.png]on the surface. TCRS can destructively alter a to B. By “destructively alter” 1
mean that @ does not subsume .

For example, Fula has no geminate continuants (Paradis 1988), so TCRS
has a filter banning them. Nevertheless, TCRS allows such geminates to b
created (*lewni), as the result of suffiation. It then applies a repair strategy,
the latter stage of (9b), tofemove the specification [+ cont]

() Fula Fricative ~ Stop Alternation Resulting from Gemination.
a lew+el = lewel ‘month. DIMINUTIVE’
b Iew+Ci= lewwi= lebbi ‘month.D-MARKER'

DP cannot retract a constraint that [+ cont] be present, ie., it cannot
delink or detract [+ cont]. Instead, DP uses disjunction, which is like a gen-
eric kind of underspecification {Scobbie 1991b), to analyze such alternations
DP leaves /v unspecified for [cont], ic., it “hyperspecifies™ [+ V ~cont]. We
then need some rules to constrain each value of [cont]. OF particular interest
here are & context-free constraint (10a) adding [cont] to obstrucrsts, and a
more specific (10b) which adds [~ cont] to geminates.

(10) Declarative Constraints on the Distribution of F+cont] and [-con]:
a. <[+cons, ~son] > — [+cont]
b <[+cons, ~son] [+cons, ~son]' > - [~con(]

There is no repair in DP since that would mean removing 2 constraint from
the constraint pool: a procedural move. We could say that the potential viola.
tion of (10a) is metaphorically “repaired” by applying the more specific (10b)
to /leWWil. More accurately, violations are avoided or pre-empted.

(11)Adding [~ cont] to Unspecified /W/:
a [eW +el = leWel by (102), (10b) docsn’t apply
b, 1eW +Ci= 1eWWi = lebbi by (10b}, not the less specific (10a)

What about the blocking which TCRS also uses? Since in DP a derivation
is the accumulation of hard constraints, a filter — B cannot simply block an
implication « — B. Were a grammar G to include two constreints @ —> B and
— P, a lexical constraint o would induce the inconsistent f A — B. But a
grammar by definition is consistent, so G is not a grammar. DP cannot
literally block (sometimes fail to use) the implication « - . To do so would
be to make it a soft constraint and, moreover, to do so based on what is
already in the pool of constraints: a procedural move. The only blocking in
DP is that the greater specificity of (10b) metaphorically blocks the elsewhere
(10a).

There is a closer relationship between TCRS and DP when a TCRS repair
s feature-filling. Then the antecedent of (10b) is a potential violation which





[image: image10.png]the very rule repairs. For example, unsyllabified forms would violate the
requirement for full syllzbification, o are repaired by insisting that they have
syllabic structure (8b). But using the antecedent and consequent of an impli-
cation to model the constraints and repair strategies of TCRS forces them to
have an intimate relationship. This might be unwelcome because a goal of
TCRS is to state its constraints and repair strategies guite separately,

Such separation is not total even in TCRS, however. A language has some
set of constraints K and the set of repairs R { inser, delete}. 1t is necessary
to link each member of K with a member of R so the correct rep:
apply in the right circumstances (see also Buckley 1992:163). Part of this js
ackieved by identifying a focus of cach member of K, ., the specific part of
the filter in need of repair. Since [cont] is the focus of the Fula filter in
Paradis (1988) the repair affects [cont], rather than causing degemination,
say. The focus also determines ranking if more than one repair is triggered.
By (12), a segmental violation and its repair take precedence over a metrical
violation with its (different) repair. Item (12) favours local domains, and is an
independently justifiable universal scale, unlike the ranking in OT (Paradis
1988:75).

(12) Phorological Level Hicrarchy.
segmenial < skeletal < syllzbic < metrical

(13)focus — repair [ resi-of-constraint-as-context

‘The focus is like the single item expressed on the left in rewrite rule notation
(13). TCRS’s tacit link between constraint and repair strategy replaces the
arrow. Though the goal of TCRS is to make independent gencralizations
about the constraints and repairs of a language, it must retain some state-
ment of the relationship which (95) expresses as n implication from
antecedent to consequent. Thus to use implications in the manner of DP for
feature-filling repairs would not be an overly radical revision of TCRS,

5 Conclusion

TCRS is fundamentally differsnt from DP because it ‘uses information-
destroying repairs, but it is easy to see TCRS’s feature-filling repairs in
declarative light as the avoidance of a potential violation by adding structure
(ie., as an implicational constraint}. Destrustive repairs would have to be
reanalyzed (for example by using underspecification) if a declarative
constraint-based theory lacking abstract intermediate levels of representa.
tion were the aim.

OT approaches the conflict between general tendencies using prioritized
soft constraints, but OT does not tell us how to formalize these tendencies.
Since the statement of a formal constraint demands the inclusion of the very
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ranking is both unnecessary and misleading. In the discussion of Berber
showed how to state simply that onsets are obligatory in all but initial pos
ition, why ONS clashes with NUC and takes priority over it in other con.
texts, how the ranking of NUC and NUC, mimics the Elsewhere Condition
and how to translate an arbitrary prioritization of soft constraints into a se
of hard constraints under the control of the Elsewhere Condition.

So while it might appear that DP is simply incompatible with the other
constraint-based frameworks, the relationship is actually more subtle. Per-
haps a more unified approach to constraini-based phonology is yet possible
At the very least, the techniques and analyses being developed in Declarative
Phonology can offer a lot to any phonological theory in which constraints
play a large part.

Notes

I would like to thank the editors (Darlene LaCharité ard Carole Paradi), Mark

Ellison, Emmanuel Nikiemz, Ewan Klein, Steven Bird and Alan Prince for their

very helpful comments and discussion. All remaining errors, misinterpretations

and inconsistencies are my own responsibility. Funding provided by SERC

(Fellowship BIO/TTF/300).

These authors nezd not agree with what follows in every etail, of course.

In what follows I capitalize cach nucleus apart from the true vowels a7 u —i and u

are the vocalic counterparts of the alides y anc w. A dot represents Dell and

Elmedlaoui’s syllable boundaries. See Dell'and Elmediaoui (1985) for justifica-

tions of the representations used.

4 TCRS settles some aspects of constraint confiict using the Phonological Level

Hierarchy, preferentially repairing constraints whose foci are more prosodically

local. This is intuitively if not formally related to the Elsewhere Condition. Both

OT and TCRS use extrinsic ordering to some extent, however: OT becauss of its

prioritization, TCRS because it is procedural

Thanks ‘o Mark Ellison for sugecsting this.

The references above show how this resirictive formalism deals with the apparent

deletion of lexicel structure, feature changing, etc. See also Section 4.

7 Item (7c) doesn’t apply in every English non-rhotic dialect in every prosodic con-
text. In a Massachusetts dialect (McCarthy, 1993), hiatus is sometimes permitted
between a function word and & following vowel. Contrast this with: schwa-final
function wozds in Liverpudlian English. We find 3/ conditioned by the /o/ of
reduced function words. For example, zfter ‘you' in I told you he'd come’ fateuld-
sosidkue, or in ‘T don’t think you asked me’[ .. . josaskmi, and after the infinitive
in “IUs waiting to happen’ [ .. . tasapm]. Clearly, dialects select slightly different
formalizacions of the general tendency to avoid hiatus.

8 Note that the meaning of the * <” symbol is specific to TCRS and not to be

confused with OT’s > ",
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